
Formula Sheet for Statistics
Assume a sample of n observations on Xi
	Measure
	Ungrouped Data
	Grouped Data

	Sample Mean
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Where D = Xi – A and 
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Where D = Xi – A and 
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	Sample Variance
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	Median
	Value of 
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	Mode
	Most frequent value
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	First or Lower Quartile
	Value of 
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	kth Decile
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	kth Percentile
	Value of 
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Sample Standard Deviation :
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Coefficient of Variation :

CV = 
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Range = Xm – X0

Where Xm = Largest Value and  X0 = Smallest Value
Sample Covariance:
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Sample Correlation coefficient:
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Regression Equation:
For the linear model :         
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The estimated line is:  
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Least Squares estimators are (where n is the size of the sample):
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These estimators have the following means and variances:
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  and   
[image: image28.wmf](

)

2

2

1

)

(

X

X

b

Var

i

-

S

=

s


where (2 is the variance of the error term and is assumed constant. 

The estimator of (2 is  
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 so that
R-squared is:
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Multiple Correlation Coefficients:
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Partial Correlation Coefficients:
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Statistical Inference Formulas

Sample Size (n)

For mean :
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Inference concerning
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Test Statistic: 
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	Parameter
	Statistic
	C.I
	Test Statistic in HypotheisTesting
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	Pop Median
	Sample Median 
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	if H0 : ρ = 0 then
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If H0 : ρ = 0 then test statistics will be 
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Analysis of Variance:
Correction Factor:

C.F = 
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